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Abstract— It has been observed in Lesotho that there is a significant increase in general credit expansion by the commercial banks since 

2011 to present (2017) and this boosts economic growth in different dimensions. Eventually, however, every credit-induced economic boom 

comes to an end when one or more important sectors of the economy default on their debt obligations. Even though this poses significant 

risks, the existing credit risk measurement techniques in the commercial banks in Lesotho, as with other developing and developed 

countries, still measure credit risk on a relative scale. That is, they use the traditional balance sheet models to estimate credit risk. The key 

shortcoming of these methodologies is the failure to account for the inherent dynamism in risk. As a result, this study uses the volatility 

measures, the GARCH (1,1), BL-GARCH (1,1,1) and the TBL-GARCH (1,1,1) to estimate credit risk. The TBL-GARCH (1,1,1) model 

proved superior to both the GARCH (1,1) and the BL-GARCH (1,1,1) implying that the threshold effects have an important impact on credit 

risk measurement.  

The study further investigated the determinants of credit risk at three banking clusters, namely; industry, top-two banks and the bottom-two 

banks. At the industry cluster, the results indicate that credit growth and previous bad loans increase credit risk while profitability has a 

moderating effect. At the top-two banks, interest rates, credit growth, previous bad loans and economic growth reduce credit risk. 

Furthermore, at the bottom-two banks, credit risk is reduced by the interest rates, profitability and economic growth. However, it tends to be 

increased by management inefficiency, credit growth and previous non-performing loans.   

Index Terms— Credit Risk, Volatility, SUR 

——————————      —————————— 

1 INTRODUCTION                                                                     
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2 Research Guide 

ANKS are among the most prominent financial interme-
diaries in developing countries. One of their key roles in 
the economy is to mobilise domestic resources from sur-

plus sectors and channel them to deficit sectors to spur eco-
nomic growth. Inevitably, in this process, the bank faces credit 
risk due to the uncertainty associated with borrowers’ loan 
repayment ability. Fiedler (1971) defines credit risk as a for-
ward-looking concept that focuses on the probable incidence 
of credit difficulties in the future. On the other hand, the Basel 
Committee on Banking Supervision defines credit risk as the 
potential that a bank borrower or counterparty will fail to 
meet its obligations in accordance with the agreed terms. This 
kind of risk is the most important amongst all major risks fac-
ing the bank (Andriani and Wiryono, 2015). 
The Bank for International Settlements (BIS) (1999), states that 
credit risk must be effectively managed. Therefore, the goal of 
credit risk management is to maximise the bank’s risk-
adjusted rate of return by maintaining credit risk exposure 
within acceptable parameters. The BIS further explains that 
effective credit risk management is a critical component of a 
comprehensive approach to risk management and it is essen-
tial to the long-term success of any banking organisation. 
Credit risk management in the banking industry has come 
under increasing scrutiny after the 2007- 2008 financial crisis. 
Financial institutions experienced financial crises as a result of 
inefficient credit risk management systems characterised by 
high levels of speculative lending and concentration of credit 
in non-performing sectors of the economy. According to Adu 
(2014), ineffective credit risk management practices, and poor 
asset quality also continue to dominate bankruptcy topics in 

the banking industry as a result of relaxed credit standards, 
poor portfolio risk management and lack of attention on 
changes in economic conditions that weaken the credit posi-
tion of the banks. Effective credit risk management is thus, 
unachievable without appropriate credit risk measurement. 
Appropriate credit risk measurement, according to Bhatia 
(2005), helps achieve and maintain an active credit portfolio. It 
also assists in setting appropriate concentration and exposure 
limits as well as in setting hold-targets on syndicated loans 
and risk-based pricing. Furthermore, it support the improve-
ment of risk and return profiles of the credit portfolio, the 
evaluation of risk-adjusted performance of business lines and 
the validation of loan loss reserves. In this connection, credit 
risk measurement lies at the epicentre of effective credit risk 
management.  

 

1.2 Problem Statement 

The Central Bank of Lesotho (CBL) has observed a significant 
upsurge in general credit extension by the commercial banks 
since 2011 to present (CBL, 2016). Duncan (2011) indicates that 
in the process of credit expansion, consumers borrow and 
spend more, and businesses also borrow and invest more. 
Consumption and investment growth, therefore, create jobs 
and expand income and profits. Moreover, credit expansion 
tends to cause an increase in asset prices, thereby boosting the 
net-worth of the public. Eventually, however, every credit-
induced economic boom ends when one or more important 
sectors of the economy defaults on their debt obligations. A 
well-remembered event where rapid credit-growth proved 
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disastrous is the 2007/8 global financial crisis. 

In the context of Lesotho, the observed credit-growth calls for 
tighter credit risk management. This underscores the need for 
appropriate credit risk measurement. The credit risk 
measurement techniques that are used by commercial banks in 
Lesotho measure credit risk on a relative scale. This is not 
unique because some developing and developed countries 
also follow a similar practice (BIS, 2006). That is, they use 
traditional balance sheet models to estimate credit risk. Such 
models are purely accounting-based and are generally 
recognized for their relative simplicity. They utilise static 
measures of credit risks such as the ratio of non-performing 
loans to gross loans (NPLs), ratio of loan loss provisions to 
total assets (LLPs) and the ratio of risk-weighted assets to total 
assets (RWAs). For example, Berger and DeYoung (1997) use a 
single-dimensional technique to approximate credit risk.  The 
technique uses traditional measures of credit risk such as 
income statement indicators like non-performing loans. This 
approach was later followed by other studies (See Vodova, 
2003; Castro, 2012). Other recent studies extend the idea 
further by using loan loss provisions and the risk weighted 
assets (see Appendix 1.2). However, a serious limitation of 
these measures is that they are static. Risk, on the other hand, 
is a dynamic concept and cannot be adequately measured 
using static measures such as simple ratios constructed from 
specific bank income statement and/or balance sheet items. 
Such measures are unable to capture the inherent dynamism 
in risk. They view “default as a discrete event that takes place 
within a fixed time period rather than as a time-dependent 
process sensitive to changing conditions” (Glennon and Nigro, 
2011). This implies that techniques that capture variability of 
balance sheet risk measures are more appropriate. For 
example, Delechat et al. (2009) use the coefficient of variation 
(CV) to capture this variability. Nevertheless, Motelle and 
Biekpe (2014) argue that static measures of variability such as 
the standard deviation and the coefficient of variation are still 
incapable of capturing risk dynamism. They recommend 
application of GARCH-based models to take care of this 
shortcoming. 

This study contributes to the stock of knowledge on the 
subject of credit risk measurement by addressing three key 
questions: Given that balance sheet models are not able to 
capture the dynamic nature of credit risk, can the standard 
generalised autoregressive conditional heteroscedasticity 
(GARCH) and bilinear (BL-GARCH) models address this 
shortcoming? Can the threshold bilinear-GARCH model assist 
risk managers to determine whether risk has been 
overestimated or underestimated? What are the determinants 
of credit risk - measured using dynamic techniques? 

1.3 Objectives of the study 

The study sets out to achieve three objectives as follows: 
• To determine the suitability of the standard GARCH, 

BL-GARCH and TBL-GARCH models as dynamic measures of 
credit risk; 

• To ascertain whether the TBL-GARCH model can be 
used to determine whether credit risk has been overestimated 
or underestimated; and 

• To identify the determinants of credit risk –measured 
using the most suitable GARCH extension model. 

1.4 Hypothesis of the study 

Hypothesis 1  

The TBL-GARCH (1,1,1) model outperforms both the 
standard GARCH (1,1) and the BL-GARCH (1,1,1) models 
in the measurement of credit risk.  

Hypothesis 2  

The TBL-GARCH model can be used to determine 
whether credit risk has been over or underestimated. 

Hypothesis 3  

There is a negative relationship between credit risk and 
effective management. This hypothesis hinges on the fact 
that poor credit management leads to bad lending, which 
then gives rise to a bloated portfolio of unpaid loans and 
high credit risk.  

1.5 Motivation of the study 

This study aims to fill some gaps in the literature of credit risk 
management, especially in the context of commercial banks in 
Lesotho. As explained in the problem statement, the current 
measurements of credit risk ignore the most important feature 
of credit risk, that is, its dynamic nature. The study will thus, 
make an impact on issues surrounding measurement of credit 
risk, which forms an integral part in effective risk measure-
ment. This study will also be a valuable addition to the exist-
ing knowledge, and will provide a platform for further explo-
ration in the field. Moreover, senior management, oversight 
boards, and investors in financial institutions shall find the 
study helpful when formulating their credit decisions. The 
study will also be beneficial to the regulatory bodies in re-
viewing the scope of credit risk management and strengthen-
ing the financial industry credit policies. 

1.5 Structure of the study 

The thesis is structured as follows: Chapter 1 provides an in-
troduction for the study. This introduction entails the back-
ground, the problem statement, the objectives and motivation 
of the study. Chapter 2 covers the literature on the importance 
of credit risk management in achieving macro-prudential ob-
jectives. It also discusses different credit risk measurements, 
their merits and flaws. The chapter also encompasses the theo-
retical framework on credit risk determinants and reviews 
what other researchers have written on credit risk and its de-
terminants. Chapter 3 deals with the methodology, that is, 
data and its sources, credit risk measurement model, the de-
terminants of credit risk and lastly, the estimation techniques. 
Chapter 4 covers the analysis and results, while chapter 5 con-
cludes and offers some recommendations. 
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2 LITERATURE REVIEW 

Understanding the relative riskiness of different types of 

credit exposure is essential for both policy-makers designing 

regulatory capital requirements and for banks, whose main 

objective is to maximise returns by extending credit at a 

minimum risk. Failure to fulfil the payment obligations 

normally gives rise to credit risk. This is the most important 

risk exposure for banks due to its strong correlation with bank 

profitability and economic growth in general. Each non-

performing loan decreases a bank’s profit and equity, which in 

turn may result in bank failure. That being the case, the 

regulatory bodies should design appropriate laws and 

regulations, strengthen supervision of banks, increase 

borrowers’ awareness of the risks involved, enhance political 

controls and so forth, in order to mitigate credit risk (Ekinci, 

2016). This chapter discusses credit risk management in the 

context of macro-prudential policy, measurement of credit risk 

using conditional volatility and other models, determinants of 

credit risk, and concludes by highlighting key aspects of the 

chapter. 

2.1 Credit Risk Management in the Context of 
Macro-Prudential Policy 

2.2.1 Macro-prudential policy framework 
 

According to Financial Stability Board (2011), macro-
prudential policy is a policy that uses primary prudential tools 
(instruments) to limit systemic or system-wide financial risk. 
This is done to limit the incidence of disruptions in the provi-
sion of key financial services that can have serious conse-
quences for the real economy. Before the global financial crisis 
and a subsequent Eurozone crisis, the primary purpose for 
traditional central bank policy was price stability in the belief 
that focusing on price stability would eventually deliver fi-
nancial stability (Rhu, 2010). At the same time, financial su-
pervision focused on the soundness of individual financial 
institutions with the expectation that this would ultimately 
reinforce the stability of the whole financial system. The global 
financial crisis proved this perception as a fallacy of composi-
tion.  
It was only discovered after the previously mentioned crises 
that financial stability cannot be achieved by traditional mone-
tary policy and micro-prudential policy alone. Schoenmaker 
(2014) indicates that macro-prudential policy operates at the 
level of the financial system and is concerned with the impact 
on the wider economy. Its effectiveness depends on the sup-
port of the entire financial system. Table 1(a) demonstrates the 
differences between micro and macro-prudential policy.  

 
 
 
 
 

 
Table 1 (a): Comparison of macro-prudential policy and micro-   

prudential policy 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Source: Tomuleasa (2013) 
 
Table 1(b) displays the economic policies and a set of goals 
and tools used to achieve those goals. 
 
Table 1(b): Economic policies and the set of goals and tools 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

     Source: Tomuleasa (2013) 
 
According to the Reserve Bank of New Zealand (2013), the 
objective of macro-prudential policy is to increase the resili-
ence of the financial system and counter instability arising 
from credit expansion, asset pricing and liquidity shocks. 
Its instruments vary with the macro-credit cycle and are de-
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signed to provide additional buffers to the financial system. 
The following prudential instruments can be deployed in 
the pursuit of macro-prudential policy objective: the coun-
tercyclical capital buffer (CCB), adjustments to the core 
funding ratio (CFR), adjustments to sectoral capital re-
quirements (SCR), and quantitative restrictions on the share 
of high loan-to-value ratio loans. 
The CCB framework is an additional capital requirement 
that may be applied in times when excess private sector 
credit growth is judged to be leading to a build-up of sys-
tem-wide risk. Banks can meet the CCB requirement by re-
ducing their voluntary capital buffers, leaving the overall 
capital ratios unchanged. They can also raise capital, 
through equity issues or higher retained earnings. They can 
further moderate the risk-weighted assets, by reducing ex-
posures that include lending. 
On one hand, the CFR adjustments are intended to reduce 
the vulnerability of the banking sector to disruptions in the 
funding markets by ensuring certainty of funding during 
times of market pressure and reducing rollover risk on the 
stock of wholesale funding. In addition to that, adjustments 
to the SCR would require banks to hold extra capital 
against a specific sector or segment in which excessive pri-
vate sector credit growth is judged to be leading to a build-
up of system-wide risk. As with the CCB, SCRs provide a 
temporary additional cushion against potential loan losses 
but to a particular sector. 
 

2.2.2 Implications of macro-prudential policy for credit 
risk management 
 

Laker (2006) argues that banking is a dynamic business in 
which new opportunities and threats are constantly emerg-
ing. For that reason, macro-prudential policy works on the 
fundamental premise that the primary responsibility for fi-
nancial soundness and prudent risk management within a 
bank, rests with its board of directors and senior manage-
ment. The board has the obligation to understand the risk 
profile of the bank, determine the bank’s risk tolerance, ap-
prove its risk management strategy and policies, and en-
sure that management is monitoring the effectiveness of 
risk controls. Laker (2006) also indicates that there is a gen-
eral possibility that some banks will fail. Nevertheless, the 
Basel Accord introduced in 1988 and the improvements 
that followed, attempt to minimise, to the extent possible, 
the likelihood of failure by implementing a risk-based capi-
tal adequacy regime. The regime serves two purposes. First, 
in its preventative role, it provides a strong incentive to the 
banks to set, manage and maintain appropriate risk appe-
tites. Second, in its shock absorber role, it aims to ensure 
that banks can continue operating soundly through unan-
ticipated problems and losses. 
Laker (2006) further advocates that credit risk management 
framework must be both dynamic and up to date with reg-
ular review in order to detect early warning signals. There 
are three ordinary methods used to mitigate and manage 
credit risk. The first one is limiting, which is a process 
whereby the limits (in terms of amount) are placed for cer-

tain types of lending. The second one is pooling of risks in 
which the level of risk can be minimised by combining a 
large number of similar risks. The third one is diversifica-
tion of the credit portfolio by lending to households, small 
businesses, larger industrial corporations, agribusinesses, 
resource companies and many others.  However, to do this 
effectively, banks need good systems to classify loans ac-
cording to type, major risk drivers such as loan purpose, 
loan-to-valuation ratio and level of documentation on debt 
serviceability. It is only with this data that banks become 
more aware of what determines potential credit losses and 
how they can be minimised. 
Even though it is greatly emphasised that capital adequacy 
requirements are necessary for macro-prudential effective-
ness, Pogach (2016) outlines some important limitations of 
capital adequacy requirements. The author notes that in-
creased capital requirements are most commonly translated 
into steady state output reductions through higher loan 
spreads and decreased investment. Moreover, yet less fre-
quently, capital regulation affects loan supply not only 
through changes in loan spreads, but also through changes 
in underwriting standards or credit rationing. Another im-
portant consideration includes the possibility of the extent 
to which banks pass through increased costs of capital re-
quirements to their borrowers.  As such, effective credit risk 
management can only be achieved through strong integra-
tion between macro-prudential policy, micro-prudential 
policy and monetary policy. This integration thus relates to 
the fundamental requirement in effective credit manage-
ment, which is credit risk measurement. Fiedler (1971) un-
derlines that credit risk measurement is the most important 
step in achieving effective credit risk management. The Ba-
sel II also attempts in this regard, to contest the existing 
credit risk measurement techniques in that they assume a 
relative scale, yet the current economic challenges require 
absolute risk measures.   
 

2.3 Measurement of Credit Risk  

2.3.1 Use of conditional volatility models 
 

Bu and Liao (2013) indicate that there are currently two 
core approaches to credit risk modelling. One is called the 
reduced form approach, which considers credit default as 
an exogenous event. The other one is a structural approach 
that was first developed in Merton (1974). The Merton 
model assumes that a firm's asset return follows a geomet-
ric Brownian motion with a constant volatility. However, 
this assumption of constant volatility of asset returns has a 
long history of criticism. Adrian and Rosenberg (2008), 
Choi and Richardson (2012), note that the volatility of a 
firm’s asset returns change through time. Other studies 
have shown that the assumption of constant volatility is too 
restrictive and causes the Merton model to estimate credit 
risk with a large bias. For example, Jones et al. (1984) found 
that Merton model overestimates bond price risk. Ogden 
(1987) shows that Merton model underestimates the bond 
yield spread. Furthermore, Tarashev (2005) submitted that 
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the probability of default generated by this model is signifi-
cantly less than the empirical default rate. As a result, 
Rohde and Sibbertsen (2014) combine the Merton (1974) 
model with conditional volatility models, which were pri-
marily introduced by Engle (1982) to address these limita-
tions with the view that volatility of asset return is stochas-
tic in nature.  
According to Rohde and Sibbertsen (2014), the accurate 
modelling of asset return volatility is crucial for the valua-
tion of credit risk since high volatilities give rise to a high 
possibility of heavy amplitudes of the asset price processes. 
Accounting for the stylized facts of financial time series, 
that is, heteroskedastic volatilities along with volatility clus-
tering make the class of Generalized Autoregressive Condi-
tional Heteroskedasticity (GARCH) models an appropriate 
technique for modelling the volatility of asset returns. 
 

2.3.1.1 Auto Regressive Conditional Heteroskedasticity 
(ARCH) Model 
 

The concept of volatility and its measurement (Poon and 
Granger, 2003), are crucial due to their application in risk 
management, asset pricing & portfolio analysis as well as 
monetary policy decision making. The ability to appropri-
ately measure volatility plays a key role in pricing deriva-
tive instruments and managing risk in banks. In order to 
measure volatility, some studies, such as Delechat et al 
(2009), use the Coefficient of Variation (CV). However, this 
technique was long criticised for its inability to capture the 
dynamism in volatility. As an improvement in this regard, 
Engle (1982) developed a time varying technique called the 
ARCH model to capture the dynamic nature of volatility.  
The model is autoregressive in squared returns of an asset 
and is underpinned by the fact that the next period's vola-
tility is conditional on current information. It is also charac-
terised by heteroskedasticity in the sense that conditional 
volatility varies over time. 
 
According to Engle (2001), if OLS technique is applied to 
this type of data, the parameter estimates will be unbiased 
but, they will be inefficient.  Engle (1982) advocated that the 
conditional variance of  from a standard linear regression 
can be estimated as follows:  

 
Equation (1) basically represents the ARCH model, which 
estimates the variance of the residuals conditional on their 
past values. The lagged are the ARCH terms and p rep-
resents the order such that (1) is referred to as ARCH model 
of order p, that is, ARCH (p). The ARCH can be interpreted 
as volatility shocks from previous periods. 
 

2.3.1.2 The Generalised Autoregressive Conditional Het-
eroskedasticity (GARCH) Model 
 

Bollerslev (1986) noted some shortfalls about the ARCH 

model and proposed the GARCH model. The first shortfall 
is that at times, the ARCH model yields negative parameter 
values, which are unrealistic in the context of volatility.  
Another shortfall is that the ARCH model fails to incorpo-
rate past unpredictable values of volatility, which play a vi-
tal role in determining current volatility. Furthermore, 
ARCH assumes that the variance of tomorrow’s return is an 
equally weighted average of the squared residuals from the 
last x days. The assumption of equal weights is unattractive 
because it ignores the fact that recent events would be more 
relevant in the estimation of current volatility and therefore 
should be assigned higher weights. This led to an extension 
of ARCH model to GARCH, or Generalized ARCH model, 
first developed by Bollerslev (1986). 
 

 
The (p, q) in parentheses is a standard notation in which p 
refers to the number of autoregressive lags, or ARCH 
terms, while q refers to how many moving average lags or 
GARCH terms are specified. Therefore, the GARCH con-
verts an autoregressive (AR) process into an autoregressive 
moving average (ARMA) process. Engle (2001) states that 
such higher-order models are often useful when a long 
span of data is used, like several decades of daily data or a 
year of hourly data. The most common specification is 
GARCH (1, 1) and is specified as:  
 

 
Where all parameters are positive, , and 

 is less than but close to 1. Thus, the GARCH 
models are mean-reverting and conditionally heteroskedas-
tic with a constant unconditional variance. The GARCH (1, 
1) is the simplest and most robust of the family of volatility 
models. However, the model can be extended and modified 
in many ways. 
Even though the estimated model is very useful, Patrick et 
al (2006) indicate that it cannot measure the leverage effect. 
That is, it treats the influence of both negative and positive 
shocks equally, and this is unrealistic. The negative infor-
mation on stock price always has more pronounced effect 
on the volatility than positive information. This implies that 
the symmetric GARCH model does not capture this asym-
metric behaviour. In order to address this and other prob-
lems, the GARCH model has been extended in several 
ways. 
 

2.3.1.3 Extensions of GARCH Model 
 

There have been a series of extensions to the GARCH mod-
el such as the Integrated GARCH (IGARCH) model (Engle 
and Bollerslev, 1986), GARCH in Mean (GARCH-M) model 
(Engle, Lilien and Robins, 1987), Exponential GARCH 
(EGARCH) model (Nelson, 1991), the Power GARCH 
(PGARCH) model (Ding et al., 1993) and Thresh-hold 
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GARCH (TGARCH) model (Zakoian, 1994). Other models 
continue to be developed in this regard, for example, the 
Threshold Bilinear GARCH model (TBL-GARCH) in Choi, 
M. et al. (2012). This model shall be discussed in detail in 
the methodology. 
 
Engle and Bollerslev (1986) realised that a typical GARCH 
model, which assumes an exponential decay in the correla-
tion between the conditional variance and its past values, 
fails to account for the fact that in reality this process of de-
cay is slow. Consequently, past shocks to volatility would 
affect future volatility in the long run. Engle and 
Bollerslev’s (1986) therefore came up with the IGARCH 
model designed to account for this effect. If the autoregres-
sive polynomial in (3) has a unit root, then the model is 
IGARCH (1,1). Thus, the IGARCH models are unit root 
GARCH models and the key feature is that the impact of 
past squared shocks  for i>0 on 

 is persistent. 

 
   

Nelson (1991), on the other hand, noticed that volatility of 
asset prices tends to react differently to shocks, in which 
case negative shocks tend to have greater impact on volatil-
ity than positive shocks. To capture this singularity, Nelson 
developed an EGARCH model by defining conditional var-
iance in logarithmic form. Since 

2

tIn is modelled, then the 
significant advantage of EGARCH model is that even if the 
parameters are negative, 

2

t  will still be positive. 
EGARCH model provides information about the asymmet-
ric impact of a shock to volatility by separating the impact 
of negative shocks from positive shocks. Negative shocks 
affect future conditional variance more than positive shocks 
do. This is explained by γ in (5) below. If γ = 0, then the 
model is symmetric. If γ < 0, then positive shocks (good 
news) generate less volatility than negative shocks (bad 
news). If γ > 0, that says positive innovations are more de-
stabilizing than negative innovations. 
 

 
Ding et al. (1993) developed a PGARCH model by model-
ling the standard deviation instead of conditional variance. 
The model is further characterised by an exponent k to ac-
count for asymmetric impact of shocks as shown in (6) be-
low. The PGARCH model makes it easy to have a wider 
class of power transformations than simply relying on ab-
solute values or squaring the data as it is the case in classi-
cal heteroskedastic models. 

 
Zakoian (1994) developed the TGARCH model to capture 

the leverage effect, which arises from the fact that there is a 
tendency for the volatility of asset returns to vary inversely 
with returns. This effect is introduced by including a binary 
dummy variable in the standard GARCH model, which as-
signs the value of one for negative shocks and zero for posi-
tive shocks. The model is as follows: 

 
 
      

 
 
Note that if ψ=0, TGARCH (1, 1) reduces to GARCH (1, 1). 
Biekpe and Moore (2000) also identified a shortfall in the 
GARCH model. Even though the model is renowned of its 
ability to capture the dynamism of volatility, it loses sight 
of the structure of the covariance between lagged values of 
independent variables. The authors argue that this omis-
sion is fatal as those variables may play a significant role in 
determining market volatility. In an attempt to overcome 
this limitation, the authors specify a simple bilinear 
GARCH model (BL-GARCH) (p, q, r) as thus: 

 

 
Where jt  are the past values of the residuals and 

it
2 are past values of variance of the residuals. 

For ji  , 0)(  jtitE  , Biekpe (1996) and Motelle and 
Biekpe (2015). For a general appreciation, a simple BL-
GARCH (1, 1, 1) model can be specified as follows: 
 

 
According to Diongue et al. (2010), the conditional variance 

2

t in (9) is non-negative, and if 0 the BL- GARCH (1, 
1, 1) reduces to GARCH (1, 1). The task is to test the hy-
pothesis that the covariance between lagged values of t  
and t  is insignificant in explaining volatility. That is, 

0:0 H .   
 

2.3.2 Other credit risk measurement techniques 
 
2.3.2.1 Balance Sheet Models 

 
Sorge and Virolainen (2006) explain that balance sheet 
models explore the links between the business cycle and fi-
nancial accounting items or credit risk indicators. These 
models are relatively simple and typically linear, using the 
most relevant macroeconomic variables, such as GDP, infla-
tion, interest rates and unemployment to account for varia-
tions in the accounting items. However, Sorge and Viro-
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lainen, (2006) identify several drawbacks. First, they are too 
simplistic and ignore the possibility of non-linearity in var-
iables, especially in periods of shocks. Second, it is also true 
that these indicators could be too noisy  measures of credit 
risk due to the fact that the coefficients are obtained from 
OLS regressions with noisy dependent variables plagued 
by impression (i.e., the standard errors increase). Third, the 
balance sheet models do not account for dynamism of cred-
it risk, and it could be said they are backward looking.  

 
The generally used credit risk indicators are; (a) the ratio of 
non-performing loans (NPLs) to gross loans, (b) the ratio of 
loan loss provision (LLP) to total assets, (c) the ratio of risk-
weighted assets to total assets, (d) the ratio of total loans to 
total deposits and (e) the ratio of total loans to total assets. 
Takayasu et al. (2000), indicates that the reason why these 
indicators are widely used to measure credit risk, especially 
the NPLs and LLPs is because they received a central focus 
in analysing how credit risk increased after the 1997 Asian 
Financial Crisis. It was found that they do have a significant 
explanation in credit risk. For their wide usage, see Ahmad 
and Ariff (2007), Das and Ghosh (2007), Castro (2012), 
BoruLelissa (2014), Andriani and Wiryono (2015) among 
others. 
       

2.3.2.2 Value at Risk (VaR) Models 
 

According to Holton (2002), VaR is a statistical technique 
that is most commonly used by investment and commercial 
banks to determine the potential loss in value of a risky as-
set or portfolio over a specified period for a given confi-
dence interval. Its origins can be traced as far back as 1922 
where the New York Stock Exchange imposed capital re-
quirements on member firms. Sorge and Virolainen (2006) 
argue that this method addresses the possible shortcomings 
of the balance sheet models in that, it provides a different 
approach altogether. It captures the likelihood of loss in 
value of traded portfolios from adverse market movements 
over a certain period of time. This can then be compared to 
the available capital and cash reserves to ensure that the 
losses can be covered without positioning the bank at risk. 
  
However, VaR has limitations too. VaR results cannot be 
added across portfolios. This shortcoming may become 
quite restrictive at times of high risk because it does not 
permit analysis of an individual institution’s performance 
nor the possible contagion effects. Moreover, VaR can be 
misleading (if misunderstood) and can give a false sense of 
security especially when it is calculated with the confidence 
parameter set to 99%. That is, it neglects tail risk. VaR also 
gets difficult to calculate with large portfolios. Likewise, its 
different approaches (variance-covariance parametric VaR, 
Historical VaR and Monte Carlo VaR) can also lead to com-
pletely different results with the same portfolio, which 
makes its representativeness to be questionable (Sorge and 
Virolainen, 2006).  
 
 

2.3.2.3 Micro-data Models 
 

Kattai (2010) indicates that there is another class of credit 
risk models crafted around microeconomic variables (cli-
ent- specific characteristics). The Bank for International Set-
tlements labels this method the Internal Ratings Based Ap-
proach to credit risk. This approach uses individual bor-
rower’s characteristics such as age, sex etcetera to assess 
their influence on credit risk. Foglia (2009) further adds that 
micro-data models detect possible problems in loan portfo-
lios sooner than models based on loan classification data 
such as non-performing loans or loan loss provisions (bal-
ance sheet models). However, as informative as they may 
be, these models have a major draw-back of the need for 
datasets that are normally available only to selected institu-
tions.   

 
2.3.2.4 Stress Tests  

 
According to Schuermann and Wyman (2012) stress testing 
is an analysis conducted under unfavourable economic sce-
narios to determine whether a bank has enough capital to 
withstand the impact of adverse developments. Its history 
dates back to the original Basel I Accord of 1988 where it 
was informally introduced. It was later formally introduced 
under the Market Risk Amendment of 1995 .   
Foglia (2009) advises that this approach has valuable 
strengths as it is closely aligned to capital planning process, 
setting of capital buffers and informing decisions on high-
level risk appetite. However, it also has some important 
limitations. Generally, current models are weak in the 
treatment of key financial system interactions. For example, 
they only rarely model the impact of funding and market 
liquidity stresses or the correlation between credit, market, 
and liquidity risks. Feedback effects are often absent or 
modelled in an elementary fashion. Over and above that, 
existing methods are generally unable to endogenously ac-
count for cross-border transmission channels for risk, in-
cluding cross-border contagion between financial institu-
tions. They often ignore potential nonlinearities and struc-
tural breaks in estimated relationships. In addition, some 
approaches focus on a projected conditional mean stress 
scenario outcome and fail to consider the distribution of the 
losses that will be borne by individual financial institutions 
in a real-world stress situation. Stress tests therefore, as 
Bunn et al. (2005) indicate, are just like VaR. They remain a 
complement to, rather than a substitute for, broader macro-
prudential analysis of potential threats to financial stability. 
 
 

2.4. DETERMINANTS OF CREDIT RISK 
 
2.4.1. Theoretical framework on the determinants of 

credit risk 
After measuring credit risk, it is imperative to identify its 
key determinants. There are four (4) main theories that the 
study that provide the theoretical framework for the de-
terminants of credit risk, namely; Markowitz’s (1952) Mod-
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ern Portfolio Theory (MPT), Sharpe’s (1963) Capital Asset 
Pricing Theory (CAPM), Hamada’s (1972) theory on risk 
and leverage as well as Jensen and Meckling’s (1976) Agen-
cy Theory. 
 

2.4.1.1. Morden Portfolio Theory 
Markowitz’s (1952) Modern portfolio theory is a theory on 
how risk-averse investors can construct portfolios to opti-
mize or maximize expected return based on a given level of 
market risk, emphasizing that risk is an inherent part of 
higher reward. It assumes that investors are risk-averse and 
base their investment decisions on the expected return and 
risk. It also assumes no transaction costs, a perfect capital 
market and a single period investment so that an investor 
only takes an increased risk if compensated by higher ex-
pected returns. Equally, an investor who wants higher ex-
pected returns must accept more risk. The implication is 
that a rational investor will not invest in a portfolio if the 
second-best portfolio exists with more favourable risk-
expected return profile. The return on a portfolio is the 
proportion-weighted combination of the constituent assets' 
returns, and it is obtained by: 

 
Where, pR   is the return on the portfolio, iR  is the return 
on asset i and iw  is the weighting of component asset i  
(that is, the proportion of asset i  in the portfolio).  
 

2.4.1.2. CAPM 
The CAPM, which builds on Modern Portfolio Theory, ar-
ticulates that price or expected return on an asset is related 
to its risk-free rate, systematic risk and the expected market 
risk-premium. It is built on assumptions that all invest-
ments are infinitely divisible, and that investors are rational 
and risk averse. It further assumes that investors are price 
takers who can borrow or lend without any restrictions at a 
risk-free market rate, and in an environment where transac-
tion costs are zero and the tax system is neutral. Lastly, 
there is a perfect capital market where all information is 
available and costless. Sharpe (1963) therefore, specifies 
that; 

 
Where, jR   is the expected return on the asset, 

Nj ,...,1 ; fR  is the risk-free rate of return measured as 
treasury bill/bond yield;  is the expected return for a 
risky market portfolio; j is the individual asset’s system-
atic risk relative to the risky market’s portfolio, and 

 is the expected risk-premium of the risky 
market portfolio. 
The MPT and CAPM applied to a portfolio of bank loans 
therefore, bring forth an intuition that banks maintain a 
combination of loans with varying risk levels. For that rea-
son, credit risk can be minimized through loan diversifica-
tion; in which case an acceptable level of credit risk in a di-

versified loan portfolio, as Markowitz (1959) indicates; 
should have a correlation coefficient that is closer to 0 ra-
ther than to +1.00. This unfolds that, for risky loans, banks 
would charge higher interest rates in order to compensate 
for the high uncertainty involved. This might explain the 
interest rates as one of the determinants of credit risk. 

 
2.4.1.3. Risk and Leverage Theory 

Hamada (1972) came up with a theory that banks as highly-
levered firms, must incorporate in their loan pricing, other 
risk-related costs; for example, tax and bankruptcy cost. 
Bankruptcy costs will arise if a bank indulges in excessive 
lending. Thus, increased leverage is likely to affect bank 
credit risk (this was emphasised by BIS (2014) on the 10th 
Asia-Pacific meeting on Banking Supervision). Hamada 
(1972) then provides an equation that relates the beta of a 
levered firm to that of its unlevered counterpart to deter-
mine the cost of capital of a levered firm based on the cost 
of capital of comparable firms.  

       (12) 
Where L  and U  are the levered and unlevered betas, 
respectively. T is the tax rate and  is the leverage (equi-
ty-to-asset ratio) of a firm. A higher value of beta deprives a 
firm of a higher return. This implies that if a firm decides to 
debt finance, it increases its overall risk by a certain degree 
as compared to the unlevered counterpart. This theory may 
therefore explain leverage as one of the determinants of 
credit risk. 
 

2.4.1.4. Agency Theory 
Jensen and Meckling (1976) came up with the agency theo-
ry, also referred to as the principal-agent theory (share-
holders are here referred to as principals while bank man-
agers are agents). The theory tries to explain the behaviour 
of agents that intervene in the company’s activities and to 
analyse the impact of these behaviours. The hypothesis is 
that all stakeholders have specific objectives and interests 
that are not spontaneously reconcilable and as a result, con-
flicts may arise. 
On this premise, agency conflict may arise when bank 
managers act in their best interest rather than in the interest 
of the shareholders. This conflict may result in the possibil-
ity of lack of corporate governance, in which case loan ap-
provals may be done without proper vetting and credit 
scoring. Factors such as management inefficiency or effi-
ciency, as well as non-performing loans, stem from this 
conception. 
 

2.4.2. Some Empirical Evidence on Key Determinants 
of Credit risk  

 
2.4.2.1. Modern Portfolio Theory 

Despite its theoretical relevance, the MPT has been highly 
criticised; its simplistic assumptions being a predominant 
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bias3. Omisore et al. (2012) also indicate that risk, return, 
and correlation measures used by MPT are based on ex-
pected values. This means investors must substitute predic-
tions based on historical calculations of asset return and 
volatility in the equations. In practice, however, such ex-
pected values fail to take account of developments, which 
did not exist when the historical data were generated. 
 

2.4.2.2. CAPM 
With respect to CAPM, Lintner (1965) and Douglas (1969) 
questioned the validity of the theory based on individual 
security returns and the risk-return relationship. Their re-
sults were against CAPM. Miller and Scholes (1972) further 
revealed some statistical problems when using individual 
securities’ returns in testing the validity of the CAPM. 
Choudhary and Choudhary (2010) also examine CAPM for 
the Indian stock market using monthly stock returns from 
278 companies of BSE 500 Index listed on the Bombay stock 
exchange for the period of January 1996 to December 2009. 
The findings of this study do not support the theory’s basic 
proposition that higher risk (beta) is associated with higher 
levels of return. Moreover, Khan et al. (2012) tested the 
CAPM in Pakistan stock exchange for the period 2006 - 
2010 by using ten companies stock. They calculated the beta 
of each company and its expected return, and then com-
pared the expected return with the actual return. Their 
findings indicated that CAPM is not applicable to Pakistan 
stock exchange. 
Fama and French (2004) also state that, “…the CAPM, like 
Markowitz’ (1952, 1959) portfolio model on which it is built, 
is nevertheless a theoretical tour de force. We continue to 
teach the CAPM as an introduction to the fundamental con-
cepts of portfolio theory and asset pricing, to be built on by 
more complicated models like Merton’s (1973) ICAPM. But 
we also warn students that despite its seductive simplicity, 
the CAPM’s empirical problems probably invalidate its use 
in applications.”  
 

2.4.2.3. Risk and Leverage Theory 
Hamada’s Equation is derived by combining the CAPM 
with the first two propositions of Modigliani and Miller 
(M&M). However, since both M&M and CAPM rule out de-
fault risk, the equation will then, by design, exclude it as 
well. Consequently, any application of the equation be-
comes restricted to highly idealised scenarios, whereby in-
terest rates remain constant and equal to the risk-free rate, 
irrespective of the degree of leverage. This limitation poses 
significant problems, especially if one were to consider sit-
uations where debts are risky, (Cohen, 2008).  Bramhandkar 
and Cheng (2012) also add that a major drawback of the 
Hamada Equation is its assumption that the cost of debt is 
equal to the risk-free rate at all levels of debt, and this there-
fore, makes its application unrealistic in the real world.  

2.4.2.4. Agency theory 

 

3 Petros (2008) and Zhan (2015) also tested the theory and confirm the incon-
sistencies.  

 

Eisenhardt (1988) tested the validity of agency theory in 54 
retail stores and found the result in favour of theory. Bar-
ney (1988) also found supporting results in 32 Japanese 
electronics firms. Despite these tests and many others4, 
Donaldson (1990) criticized the agency theory in that its 
methodology has no standard approach. The author further 
argues that the theory is one-dimensional and disregards 
other research, ideological framework, organizational eco-
nomics and corporate governance's defensiveness. 
 

2.4.2.5. Studies accounting for both micro and macroeco-
nomic factors 
Having examined empirical tests of these major theories, 
there are other studies that try to find the underlying de-
terminants of credit risk. There are lots of factors that can 
influence credit risk in commercial banks, but the study is 
going to be narrowed down to those that the literature has 
emphasized on their significance. According to Naceur and 
Omran (2011), banks performance with regard to credit risk 
depends on various micro and macroeconomic factors. The 
microeconomic factors are bank specific while macroeco-
nomic factors relate to the external environment. Different 
approaches have been used in the literature to analyse fac-
tors that influence credit risk. Some of the research works 
focused on microeconomic variables alone, while others 
provide a separate evaluation of macroeconomic variables, 
for example, Newaz (2012) and Ravi (2013) respectively. 
Not many have considered a combination of the two clas-
ses.   
Microeconomic factors include the bank size, profitability, 
credit growth, leverage, capital adequacy and management 
efficiency. Boujelbène and Zribi (2011) state that theoretical 
arguments suggest a negative relationship between bank 
size and credit risk based on the justification that larger 
banks are likely to be more skilled in risk management and 
also have broader diversification opportunities. Kim and 
Santomero (1988) suggest a negative relationship between 
credit risk and capital adequacy requirements in that the 
requirements channel banks to change the composition of 
asset portfolios in favour of less risky assets and thus, a less 
risk-taking behaviour. Boujelbène and Zribi (2011) also ad-
vocate that the most profitable banks are the riskiest banks. 
This is after their results reveal a positive correlation be-
tween credit risk and profitability. Garr (2013) suggests a 
negative association between credit risk and management 
efficiency or operating efficiency with a view that ineffi-
cient management leads to agency costs and reckless lend-
ing.  
On one hand, macroeconomic factors include among oth-
ers, the level of economic growth, unemployment, inflation 
and interest rates. Al-Smadi and Ahmed (2009) believe that 
favourable macroeconomic conditions contribute to the re-
duction of banks' credit risk exposure. A favourable macro 
economy can be an implicit indication of an increase in pur-
chasing power, hence the ability of borrowers to pay their 
obligations. These factors have been extensively analysed in 

 

4 See Eisenhardt (1989) pages 66- 67 
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different studies where they reveal a positive relationship 
between credit risk and unemployment, interest rates and 
inflation, but an inverse relationship between credit risk 
and GDP (for example, Badu et al., 2002, Vodová (2003), 
Das and Ghosh (2007), and Adu (2015) amongst others). 
Ahmed et al. (1998) find a strong positive relationship be-
tween loan loss provision and the NPLs. Hence, an increase 
in LLPs implies an increase in credit risk and deterioration 
in loan quality. Fisher, Gueyie and Ortiz (2002) find similar 
results in banks of North American Free Trade Agreement 
(NAFTA) countries where LLPs are positively related to 
risk despite being in a different economic setting or stage of 
development. Ahmad (2003) further observes similar situa-
tion with Malaysian banks.   
According to Vodová (2003), credit risk emerges because of 
increases in non-performing loans and macroeconomic in-
stability. Three main banks were assessed for the period 
1998 to 2002, and it was found that the share of non-
performing loans exceeded 30 % of total loans. Such a huge 
level of non-performing loans was caused by a combination 
of several factors working together. A huge demand for 
loans was approved under insufficiently prepared legisla-
tive and under the lack of the necessary knowledge and ex-
perience of credit risk management as well as assessment of 
borrower creditworthiness. The situation was further ag-
gravated by the macroeconomic instability and relatively 
high level of interest rates. 
Ahmad and Ariff (2007) find significant positive relation-
ship between capital buffer (measured by the ratio of total 
equity to total assets) and bank credit risk in Japan, Malay-
sia and Mexico, after banks were required to raise their cap-
ital requirement in order to absorb potential losses from 
credit risk. Their findings support the positive nexus evi-
denced in Berger and DeYoung (1997) between bank capital 
and credit risk. They also estimated credit risk as a ratio of 
non-performing loans to total loans. Aver (2008) conducted 
an empirical analysis of factors affecting credit risk in Slo-
venian banking system for the period 1995 to 2002 using a 
multivariate linear regression. The findings confirmed the 
main hypothesis that certain macroeconomic factors affect 
credit risk. Unemployment rate, interest rates and stock 
market index have a major influence on credit risk. None-
theless, no sufficient relationship was established between 
credit risk, inflation rate, GDP growth rate and exchange 
rate. 
Boujelbène and Zribi (2011) used the ratio of risk-weighted 
assets to total assets as an estimate for credit risk (depend-
ent variable) to determine its factors in Tunisia during 1995 
– 2008. They included ownership structure as one of the 
microeconomic factors along with macroeconomic factors 
and the results suggested that the main credit risk determi-
nants in Tunisia are ownership structure, prudential regula-
tion of capital, profitability, and macroeconomic indicators. 
Castro (2013), analyses the relationship between macroeco-
nomic development and credit risk in Greece, Ireland, Por-
tugal, Spain and Italy, using dynamic panel data approach-
es over the period 1997-2011 and finds that there is a signif-

icant relationship between credit growth and credit risk. 
Garr (2013) on the other hand, estimated credit risk by the 
ratio of loan loss provisions to total assets to examine bank-
specific, industry-specific and macroeconomic factors that 
influence credit risk in commercial banks in Ghana using 
unbalanced panel data set from 33 commercial banks cover-
ing 1990 to 2010. The findings suggested that credit risk is 
significantly influenced by management efficiency, GDP 
per capita, government borrowing and the financial sector 
development. Tehulu and Olana (2014) used the General-
ized Least Squares to investigate bank-specific determi-
nants of credit risk in Ethiopian commercial banks. They 
used panel data of 10 commercial banks including state-
owned and private owned from 2007 to 2011. Variables 
analysed in this study are bank size, profitability, capital 
adequacy, bank liquidity, credit growth, operating efficien-
cy, and ownership. The findings revealed that credit 
growth and bank size have negative and statistically signif-
icant impact on credit risk. Whereas, operating inefficiency 
and ownership have positive and statistically significant 
impact on credit risk. Finally, the results indicate that prof-
itability, capital adequacy and bank liquidity have negative 
but statistically insignificant relationship with credit risk. 
Adu and Adjare (2015), also examine the determinants of 
credit risk in commercial banks in Ghana from 2007-2014 
using Robust Least Squares regression analysis. They esti-
mated credit risk as non-performing loans to total loans. 
The findings show a significant positive relation between 
the bank credit risk and leverage. However, a negative rela-
tionship between the credit risk and management efficiency 
was found. The results further show a significant negative 
relationship between bank credit risk and profit. 
In Zimbabwe, Sandada and Kanhukamwe (2016) used pri-
mary data where they interviewed lending managers, 
heads of credit division, credit analysts, senior and junior 
bank managers and managing directors. They found that 
industry factors do not affect credit risk, but macroeconom-
ic and bank specific factors are the most influential. How-
ever, the authors did not explain how they measure or 
quantify credit risk in their paper.  Ameur (2016) employed 
the Generalised Method of Moments technique in the top 
ten commercial banks in Tunisia for the period 2000-2013. 
The findings suggest that credit risk in Tunisian banks is 
significantly influenced by capital adequacy and operation-
al efficiency. That is, banks with adequate capital and effi-
cient management appeared to have low credit risk level. 

 
2.5. CONCLUSION  
 

Credit risk is one of major risks that banks face due to the 
nature of their business. However, through effective man-
agement of credit risk, banks not only support the viability 
and profitability of their own business, but they also con-
tribute to systemic stability and to an efficient allocation of 
capital in the economy. To achieve these, it is central that 
credit risk measurement is appropriate and well undestood.  
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3 METHODOLOGY 

 
3.1 DATA ISSUES  

 
The study employs monthly data for the period 2013 to 2016. 
The data were collected from the Central Bank of Lesotho for 
all the balance sheet variables in the four commercial banks in 
Lesotho. For macroeconomic variables, the data were collected 
from the World Development Indicators (WDI) - a World 
Bank database. Table 2 provides a summary of variables, their 
description and data sources.  
 

Table 2: Description of variables and data sources 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
N.B: NPLs are the non-performing loans, LLPs are the loan loss 

provisions, and RWAs are the risk-weighted assets. 
 

 
It was desirable to include a measure of economic activity in 
the model. However, GDP data are not available on a monthly 
basis. The study thus indirectly utilised growth effects from 
the behaviour of money supply. This decision is based on 
Friedman (1956) Modern Quantity Theory of Money whereby 

the assertion is put that money plays a key role in economic 
growth. Money is demanded for transaction purposes and 
forms a greater part of wealth. Its circulation in the economy 
creates a link between producers and consumers in which case 
a network of different markets is established to facilitate 
growth. This is supported by a strong positive correlation co-
efficient of 87 percent as seen in Appendix 7 and thus justifies 
the use of M2 as a measure of economic activity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 MODEL SPECIFICATION 

 
This section specifies the models used to measure credit risk 
and the determinants of credit risk. Each model was estimated 
for the industry level, then the top-two banks and lastly, the 
bottom-two.  
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3.2.1 Model I: Measurement of credit risk  
 

In order to measure credit risk, the study follows the model-
ling methodology of Choi, M. et al (2012) which is the TBL-
GARCH. This model comprises of two key components. The 
first part of the model is the TGARCH. The TGARCH does not 
only have the ability to capture the asymmetric patterns in 
volatility, but it also incorporates the threshold effects. The 
second part is the BL-GARCH which is known for its capabil-
ity to accommodate shift features in volatility. Therefore, this 
makes the TBL-GARCH model to be characterized by two 
sources of asymmetry in volatility; that is, the threshold-
asymmetry and the shift-asymmetry.  
 
In order to obtain the conditional volatility , three credit 
risk ratios ( ) are used, namely; the ratio of NPLs to total 
loans, the ratio of LLPs to total assets and the ratio of risk 
weighted-assets to total assets. 
 

 
 and  is a series of independent and 

identically distributed random variables with zero mean and 
unit variance for t= 1,2,…T.  
Equation (14) operates on the assumption that  is the error 
term and it is normally distributed with zero mean and the 
variance of .  is the time-invariant component of credit 
risk. For the model to be meaningful,  can have values in 
( ) while  and the other parameters  and β are 
often non-negative. Since  is a conditional variance, it must 
be strictly positive.  
The estimation process follows a three-step algorithm. The 
algorithm first estimates (13) and harvests the residuals. The 
second step utilises the residuals to estimate a simple GARCH 
model which helps generate the conditional variance. The last 
step then utilises the squared residuals and the conditional 
variance to estimate (14). Recall that the conditional variance is 
used to measure credit risk.  

 
3.2.2 Model II: Estimation of the determinants of credit 

risk using data from conditional volatility models  
 

In order to determine the drivers of credit risk, the study 
adopts Boujelbène and Zribi’s (2011) modelling technique 
specified as follows:  
 
 
 
 
 

 
 

                   
Where credit risk is denoted by 

2

t  from (14) and  is a se-
quence of N (0; 1) i.i.d. random variables. i stands for catego-

ries (a) the industry, (b) top-two banks and (c) bottom-two 
banks while t is the time period.  
 
3.2.3 Model III: Estimation of the determinants of credit 

risk using level data 
 

The study adopts Boujelbène and Zribi’s (2011) modelling 
technique. The same technique is also used in Garr (2013).  

 
 
 
 
 

 
 

Where CR represents credit risk and is measured by three ra-
tios which are (1) the ratio of LLPs to total assets or CR1, (2) 
the ratio of NPLs to total loans or CR2 and (3) the ratio of 
RWAs to total assets or CR3.  is the time invariant compo-
nent of credit risk and  is the error term. This means each 
CR will be estimated for the categories of the industry, top-
two banks and bottom-two banks for t= 1,2,…T. , respectively.  

 
Table 2.1 below presents the expected signs and their basis for 
possible determinants of credit risk. For both inflation rate and 
interest rates, it is expected that they increase credit risk. This 
is based on theoretical grounds that inflation erodes the pur-
chasing power of money and thus makes debt-servicing more 
difficult. An increase in interest rates, likewise, implies that 
the cost of borrowing becomes burdensome and thus increases 
the probability of default. On the other hand, economic 
growth improves economic activity and thus moderates credit 
risk. With respect to the microeconomic variables, big banks 
are expected to manage credit risk more efficiently than small 
banks. Furthermore, the expectation is to find a positive rela-
tionship between leverage and credit risk. Highly leveraged or 
highly indebted banks stand a risk of bankruptcy during a 
business downturn, and this may result in systemic risk since 
the banks are interrelated. It is also anticipated that there will 
be a positive relationship between profitability and credit risk 
due to the idea that profitability increases the risk appetite of 
the banks, that is; highly profitable banks normally increase 
their credit portfolios and credit growth. The previous NPLs 
should also have a positive relationship with credit risk since 
they have an impact on the current credit portfolio of a bank.   

 
 
3.3 TIME SERIES PROPERTIES OF THE VARIABLES 
 

3.3.1 Measurement of credit risk  
In order to estimate (14), it is imperative to use stationary time 
series data. Since most time series data are often alleged to be 
non-stationary, it is necessary to perform a pre-test for this 
before conducting any analysis in order to avoid the problem 
of spurious regression. The study employs the Augmented 
Dickey-Fuller (ADF) and Phillips-Perron (PP) to test for sta-
tionarity. However, should the two tests yield different re-
sults; an additional test which is the Kwiatkowski–Phillips–
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Schmidt–Shin (KPSS) will be used, in which case the decision 
would be based on a simple majority rule. For the ADF and PP 
tests, the null hypothesis states that there is unit root, and fail-
ure to reject the null shows that the series is non-stationary. 
With the KPSS, the null hypothesis states that there is no unit 
root, and failure to reject the null implies that the series is sta-
tionary. Based on this representation therefore, all variables 
presented in Table 2 are tested for stationarity in levels and 
first differences using the two tests. 

 
3.3.2 Determinants of credit risk 

The study utilises two panel unit-root tests, namely; the Levin, 
Lin and Chu (LLC) (2002) and Im, Pesaran and Shin (IPS) 
(2003) tests to assess the stationarity of determinants of credit 
risk. However, should the two tests yield contradicting results, 
the ADF- GLS is employed in which case the decision would 
be based on a simple majority rule. Unlike time series unit root 
tests, panel data unit-root tests gain power by exploiting both 
the time-series and cross-sectional dimensions of the data set.  
 
Table 2: Expected signs for possible determinants of credit risk 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Source: compiled by author; see Appendix 1.2 for pieces of litera-
ture 
 
3.4 ESTIMATION TECHNIQUES 

 
3.4.1 Measuring credit risk using Maximum Likelihood Es-

timation (MLE)  
In order to estimate credit risk; the study employs Maximum 
Likelihood Estimation (MLE) technique with a Gaussian like-
lihood function as suggested by Choi et al. (2012), Gabr and 
Hashash (2012). For a stationary data set and a specified statis-
tical model, which in this case is the TBL-GARCH specified in 
(14), MLE selects a set of parameter values in the model that 

maximize the Gaussian likelihood function. MLE has many 
attractive properties that involve among others, the ability to 
estimate the coefficients of models with complex functional 
relationships and nonlinear specifications of the dependent 
variable. 

 
3.4.2 Estimation of the determinants of credit risk using 

Seemingly Unrelated Regression (SUR) model 
The seemingly unrelated regression estimation technique is 
utilised to analyse the determinants of credit risk in commer-
cial banks of Lesotho. The SUR estimator is somehow similar 
to the Generalised Least Squares estimator. It is has the small-
est variance as compared to the OLS estimator (thus, it is more 
efficient). Since the idea is to estimate the determinants of 
credit risk for the industry, top-two banks and the bottom-two 
banks, the three equations may appear distinct individually in 
terms of data series, but there may be a relationship amongst 
them. These equations can be used to examine the jointness of 
the distribution of disturbances. In this case, it seems reasona-
ble therefore, to assume that the error terms associated with 
the equations are contemporaneously correlated so that the 
equations are “seemingly” unrelated or are simultaneous re-
gressions rather than independent relationships. Hence, SUR 
can estimate parameters of each cluster in a manner that suc-
cessfully accounts for the contemporaneous characteristics of 
the error term. 
 

3.4.3 Estimation of the determinants of credit risk at levels 
using the Generalised Least Squares (GLS) 
The Generalised Least Squares (GLS) estimation technique is 
utilised to analyse the determinants of credit risk in commer-
cial banks of Lesotho. The GLS is almost similar to SUR esti-
mator. It gains power over the OLS estimator since it has the 
smallest variance, thus, it is more efficient. The Feasible GLS 
could also be used; unfortunately, it would produce mislead-
ing results since it requires large sample size in order to be 
meaningful. Therefore, all the estimates are based on GLS re-
gressions after corrections of heteroskedasticity using White 
Heteroskedasticity Consistent Standard Errors and Covariance 
technique. This technique is adopted from Ahmad and Ariff 
(2007) with admiration that it has the ability to minimize the 
effects of heteroskedasticity and serial correlation problems 
that almost every financial data is plagued with.  
 

4 DATA ANALYSIS AND DISCUSSION OF 

RESULTS 

The study uses a three-step analytical approach to study credit 
risk and its determinants. The first step involves the examina-
tion of the time series properties of variables in the respective 
clusters, namely; industry, top-two banks and the bottom-two 
banks. In the second step, the study addresses the first objec-
tive, that is, the measurement of credit risk. The data is fitted 
into the three credit risk models and the diagnostic tests are 
conducted to select the appropriate model. As the final step, 
the study uses the measures of credit risk computed in the 
previous step as the dependent variable to address the objec-
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tive of investigating the determinants of credit risk in Lesotho. 
This objective is further extended to include the analysis of the 
determinants of credit risk using the three credit risk indica-
tors (ratio of LLPs to total assets, ratio of NPLs to total loans 
and ratio of RWAs to total assets) at levels or single-
dimensionally. The idea is to conduct robustness checks 
against the volatility approach. The rest of the chapter is or-
ganised as follows: section 4.2 summarises the findings on 
measurement of credit risk. Section 4.3 and 4.4 provide the 
results on the determinants of credit risk while section 4.5 con-
cludes.  
4.2 MEASUREMENT OF CREDIT RISK USING CONDI-

TIONAL VOLATILITY MODELS 
 

4.2.1 Time series properties of the variables 
The first step in the estimation process is to test for stationary 
in the data series in order to avoid the risk of spurious regres-
sions. All variables in their respective categories were tested 
for stationarity using the ADF and PP. The decision rule is that 
the variable is considered stationary if it passes both tests. 
However, should the two tests yield contradicting results, an 
additional test (KPSS) would be used, in which case the deci-
sion will be based on a simple majority rule. At the industry 
level, both the ratio of non-performing loans to gross loans 
and the ratio of loan loss provisions to total assets are integrat-
ed of order zero, that is, I(0) stationary. The ratio of risk-
weighted assets to total assets, on the other hand, is I(1) sta-
tionary. For the top-two banks and bottom-two banks, the 
three variables are I(0) stationary. Table 4 summarises the re-
sults.  

 
4.2.2 Diagnostic tests 
To decide which model is appropriate to measure credit risk 
between the GARCH (1, 1), BL-GARCH (1, 1, 1) and TBL-
GARCH (1, 1, 1), the study first determines the level of signifi-
cance of the coefficients of the GARCH, bilinear GARCH and 
threshold-GARCH terms. If the GARCH term is the only sig-
nificant, GARCH (1, 1) is chosen. Likewise, if the bilinear 
GARCH term is also significant, the BL-GARCH (1, 1, 1) is 
chosen regardless of whether the GARCH term is significant 
or not. The TBL-GARCH (1, 1, 1) would also be preferred if the 
threshold GARCH term is significant regardless of whether 
GARCH or bilinear GARCH are significant or not. Second, the 
preferred model is one with the minimum Akaike information 
criterion (AIC). Third, an appropriate model is also chosen on 
its ability to produce the lowest standard error of regression 
and the ability to yield the highest log likelihood. Finally, it 
also lies with careful judgement, on the decision of the re-
searcher whether to ignore crucial information given by an 
extra variable on the basis that the diagnostics are not fully 
satisfactory. Specifically, in this study, risk is a delicate phe-
nomenon which no single bank can leave unattended regard-
less of how small the impact is or may be. The decision would 
be different if the objective was to improve sales or profitabil-
ity measurement.    
Therefore, based on the judgement of the researcher, and still 
considering the importance of other diagnostic tests, the con-
clusion is reached from Table 5 that the TBL-GARCH (1,1,1) 

model outperforms both the GARCH (1,1) and BL-GARCH 
(1,1,1). This outcome indicates that the threshold effects and 
the co-variance between lagged values of the standard errors 
and the residuals contain crucial information in measuring 
credit risk. Therefore, the TBL-GARCH (1,1,1) is an appropri-
ate model for measuring credit risk. The results build on the 
findings of Motelle and Biekpe (2014) who found the BL-
GARCH (1,1,1) to be suitable for modelling financial instabil-
ity5. 
 
Table 4: Unit root test results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Source: Own computation. Figures in parentheses are the probability 
values where (*), (**) and (***) denote 1, 5 and 10 percent level of 
statistical significance. NPLs stands for the ratio of non-performing 
loans to gross loans, LLPs stands for the ratio of loan loss provisions 
to total assets and RWAs designates the ratio of risk-weighted assets 
to total assets. 
 

4.2.3 Discussion of results 
When using the ratio of NPLs to gross loans as proxy for cred-
it risk, the results from Table 5 indicate that the covariance 
between the lagged values of the standard deviation and the 
residuals is insignificant and therefore the BL-GARCH (1,1,1) 
model is eliminated, leaving the comparison between stand-
ard GARCH (1,1) and TBL-GARCH (1,1,1). Based on the diag-
nostic tests therefore, the model with lowest AIC, lowest 
standard error of the regression and highest log likelihood is 
the TBL-GARCH (1,1,1). The results further indicate that the 
 

5 The volatility of the ratio of credit (private sector) to GDP was used in Motelle and 
Biekpe (2014) as a candidate measure of credit risk at the macroeconomic level.  
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threshold term 
2

1ttD   amplifies credit risk by 0.76 percent at 
1 percent level of significance. The implication is that if this 
key term is omitted in favour of either BL-GARCH (1,1,1) or 
simple GARCH (1,1) models, credit risk will be underestimat-
ed by 0.76 percent on average. When using the ratio of LLPs to 
total assets as proxy for credit risk, the preferred model after 
eliminating the standard GARCH (1,1) is the TBL-GARCH 
(1,1,1) based on the significance of key terms and diagnostic 
tests. As a result, at 1 percent level of significance, credit risk is 
amplified by 3.53 percent and its omission may result in un-
derestimating credit risk by 3.53 percent on average. When 
using the ratio of RWAs to total assets as proxy for credit risk, 
the diagnostic tests favour the BL-GARCH (1,1,1) model. 
However, the preferred model is the TBL-GARCH (1,1,1) since 
this model builds on BL-GARCH (1,1,1) and that the threshold 
term is significant and has a dampening effect on credit risk 
by 0.012 percent on average. Thus, choosing BL-GARCH 
(1,1,1) against TBL-GARCH (1,1,1) would overestimate credit 
risk by 0.012 percent on average. Clearly, accounting for the 
threshold GARCH term has an important implication in credit 
risk measurement. Appendices 3 and 4 summarise the results 
for the top-two banks and the bottom-two respectively. 
   
Appendix 5 compares the volatility clustering of the ratio of 
non-performing loans to gross loans at three banking catego-
ries. For example, the volatility is highest in the bottom-two 
banks but moderate and stable in the top-two banks and the 
industry level, especially in the third quarter of 2013 and the 
firstquarter of 2014. This indicates that smaller banks had high 
non-performing loans during this period, implying unattrac-
tive credit books. Afterwards, the volatility remains stable at 
all levels as a result of tighter regulation from the Central Bank 
of Lesotho to curb unsecured lending as well as a noticeable 
improvement in credit risk management in the banks. 
  
With respect to the volatility of the ratio of loan loss provi-
sions to total assets, it can be observed from Fig. 1 that the vol-
atility in the bottom-two banks remains relatively unbroken 
while it declines in line with the volatility of non-performing 
loans in the top-two banks. This is attributable to the fact that, 
in most cases, there is a strong positive correlation between 
movements in non-performing loans and provisions allocated 
for such losses. However, this correlation is not seen in the last 
quarter of 2013 and the first quarter of 2014. The expectation 
was to find corresponding spikes in the bottom-two banks. It 
was discovered from the data that one of the two banks un-
derprovided for bad loans in this period, as a result, the vola-
tility remains low. The purpose of loans loss provisions is to 
minimise the impact of loss resulting from non-performing 
loans, therefore, the observation explained above gives an in-
dication that such a bank felt a significant impact of loss 

 

Fig. 1: Volatility of the ratio of loan loss provisions to total assets 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Source: Author 

 
The results further indicate that the volatility of the ratio of 
risk-weighted assets to total assets is lowest at both the indus-
try level and the top-two banks. However, for the bottom-two 
banks the volatility is high and shows some interesting spikes; 
especially in the first two quarters of 2014 (see Fig. 2). This 
observation may be a result of holding a portfolio of high-risk 
assets such as equities, commodities, high-yield bonds and 
currencies in pursuit of higher returns. Such returns, however, 
may be relatively unsustainable and achieved with products 
which, under a corona of “financial innovation”, offer a very 
high return-risk ratio due to inappropriate valuation of risks 
and pricing. As with the non-performing loans and loan loss 
provisions, the volatility of risk-weighted assets has also 
droppedfrom2015.
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Fig. 2: Volatility of the ratio of risk-weigted asset

 
 
4.3  DETERMINANTS OF CREDIT RISK 

 
4.3.1 Unit root tests 
Appendix 6A summarises the results and shows 
that all credit risk indicators (dependent variables) 
are integrated of order zero. Appendix 6B displays 
all bank-specific and macroeconomic variables. All 
the variables are I(0) except size. To investigate the 
determinants of credit risk using traditional ap-
proach, the data series were tested for unit root us-
ing time series unit root tests namely; ADF, PP and 
KPSS. Appendix 10 provides the results.  

4.3.2 Choice of appropriate model 
The study further utilises a pair-wise correlation 
matrix to assess if the variables are plagued with 
multicollinearity. Appendix 8 provides the results 
and shows that interest rate, money supply, size 
and capital adequacy are the most strongly correlat-
ed variables. Moreover, it can also be observed from 
appendix 7 that as expected, there is a strong posi-
tive correlation between GDP and money supply 
(M2). Therefore, this justifies the usage of broad 
money as a proxy for economic growth.  

4.3.3 Discussion of results 
The results from SUR estimation are summarised in 
Appendix 9. The subsequent section discusses the 
results for each group of determinants, that is, mac-
ro and microeconomic variables. It is important to 

highlight that almost all studies in Appendix 1.2 
have either used the ratio of NPLs to total loans or 
ratio of LLPs and RWAs to totals assets to study the 
determinants of credit risk. However, this study 
differs from the rest since it utilises all significant 
credit risk indicators to assess the drivers of this 
kind of risk. Therefore, should any of the determi-
nant be significant under any indicator, they will 
indeed be deemed as influential.  

4.3.3.1 Macroeconomic Effects 
At the industry level, macroeconomic variables 
were found to be insignificant. However, at both the 
top-two banks (when the ratio of NPLs to gross 
loans is used) and bottom-two banks (when the 
ratio of RWAs to total assets is used), the results 
indicate that interest rates have a significant nega-
tive relationship with credit risk. This may perhaps 
nullify the perception that one of the reasons why 
loans do not perform is due to high interest rates. 
Moreover, based on this, it would be reasonable to 
infer that the interest rates in Lesotho are relatively 
low and thus create a platform for investment and 
growth, ceteris paribus. Likewise, economic growth 
(when the ratio of LLPs to total assets in Top-two 
and when both the ratio of LLPs and RWAs to total 
assets in Bottom-two banks are used), significantly 
reduces credit risk as anticipated. This validates the 
concept that sustained economic growth increases 
the ability to pay of borrowers, and thus reduces 
default risk. Das and Ghosh (2007), Aver (2008) and 
Garr (2013) amongst others, also found the same 
outcome.    

4.3.3.2 Microeconomic Effects 
At the industry level (when the ratio of NPLs to 
gross loans is used), credit growth and previous 
bad loans increase credit risk on average. This out-
come supports Castro (2013) and BoruLelissa (2014). 
Credit growth, as has been indicated in preceding 
chapters, holds both the positive and detrimental 
effects to the economy. So, to thrive, both the regu-
lator and the banking industry need to join forces to 
establish reasonable limits to minimise credit risk 
exposure. Profitability (when the ratio of RWAs to 
total assets is used) has a moderating effect on cred-
it risk on average. This may imply that instead of 
extending more credit, the banks retain their earn-
ings to pursue growth or increase their capital buff-
ers. In either endeavour, this indicates that profita-
bility in banks creates a riskless economic environ-
ment, which then attracts more borrowers. Fur-
thermore, the results show that small as it is; the 
size of the banking industry in Lesotho has a signif-
icant moderating effect on credit risk on average. 
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The findings are in line with Das and Ghosh (2007), 
Garr (2013) and Ameur (2016).       

In the top-two banks (when the ratio of NPLs to 
gross loans is used), the results indicate that credit 
growth significantly reduces credit risk. The infer-
ence may be that these banks have a controlled ap-
petite and operate within their specified credit ex-
tension ceilings. The previous credit books also re-
duce credit risk (when the ratio of NPLs to gross 
loans is used). Even though this outcome contra-
dicts theory, it may possibly mean that the top-two 
banks sufficiently provide for bad loans so much 
that the impact of loss is insignificant. When the 
ratio of NPLs to gross loans is used, the results fur-
ther conform to the theory that leverage increases 
credit risk. This may rationalise the need for bigger 
banks to revisit their leverage positions or perhaps 
the regulator should place a stricter limit on the 
relative level of debt that can be used to finance the 
banks’ assets. It was evidenced from the 2007-2008 
global financial crises that leverage ratios were not 
given enough attention because of the misconcep-
tion that large banks are “too big to fail”. 

In the category of bottom-two banks, the results 
show that profitability reduces credit risk when 
both the ratio of LLPs to totals assets and ratio of 
NPLs to gross loans are used. However, it can be 
observed that management inefficiency significant-
ly increases credit risk when the ratio of NPLs to 
gross loans is used. This outcome supports Ahmad 
and Ariff (2007) and therefore implies that there is a 
need to equip bank managers with more advanced 
credit risk management trainings and workshops. 
Moreover, the results indicate that credit growth 
(when RWA and NPLs are used) and previous bad 
loans (when NPLs are used) increase credit risk. 
Castro (2013) also found a positive relationship be-
tween credit risk and both variables. On the other 
hand, capital adequacy (when NPLs are used) and 
leverage (when RWAs are used) contradict the ex-
pectations.  

 
4.4 DETERMINANTS OF CREDIT RISK US-

ING THE TRADITIONAL APPROACH 
 
The results in this section are provided in Table 6 
below.  

4.4.1 Macroeconomic effects  
At the industry level, interest rates and inflation 
have no influence on credit risk. Economic growth, 
on one hand, has a negative relationship with credit 
risk as expected when using the ratio of NPLs to 
total loans and ratio of RWAs to total assets. This 
confirms the concept that sustained economic 
growth increases the ability to pay of borrowers, 

and thus reduces default risk. Das and Ghosh 
(2007), Aver (2008) and Garr (2013) amongst others, 
also found the same outcome.  

 
At the top-two banks, interest rates have no impact 
on credit risk. Furthermore, and surprisingly so, 
economic growth increases credit risk when the 
ratio of RWAs to total assets is used. The results 
further indicate that inflation has a moderating ef-
fect on credit risk when the ratio of NPLs to gross 
loans is used. These results remain the same even in 
the bottom-two banks and contradict with both the 
literature and the findings of other studies like the 
above-mentioned. Interest rates in the bottom-two 
banks have a positive relationship with credit risk 
when the ratios of LLPs to total assets and RWAs to 
total assets are used. This confirms the theory but 
contradicts the general perception that interest rates 
in Lesotho are relatively stable.  
   

4.4.2 Microeconomic effects  
At the industry level, previous bad loans increase 
credit risk as expected. However, management inef-
ficiency (when using the ratio of LLPs to total as-
sets) increases credit risk. Does this imply that cred-
it risk managers in these four banks are incompe-
tent? Does it also mean the Central Bank of Lesotho 
is not doing its part as the regulator? The size of the 
industry when LLPs and RWAs are used also has 
an amplifying effect on credit risk. This contradicts 
general expectations and experience since the bank-
ing industry in Lesotho has not presented signs of 
vulnerability of credit risk in the past.   

 
At the top-two banks, management efficiency re-
duces credit risk when the ratio of RWAs to total 
assets is used, and this meets the expectations. Pre-
vious bad loans (for all indicators) and credit 
growth (when RWAs are used) increase credit risk 
and therefore meet the expectations. However, the 
results indicate that size of the top-two banks in-
crease credit risk when using ratio of LLPs to total 
assets. This opposes the philosophy that bigger 
banks are less susceptible to credit risk than smaller 
banks. One would also expect capital adequacy to 
play key in moderating credit risk, nonetheless, the 
results indicate otherwise when using the ratio of 
NPLs to total loans.   

 
At the bottom-two banks, previous bad loans signif-
icantly increase credit risk as anticipated. Leverage 
also has a positive relationship with credit risk 
when the ratios of LLPs and RWAs to total assets 
are used. The two results are in line with the theory. 
However, management efficiency or inefficiency 
opposes the theory and common beliefs that man-
agement in the bottom-two banks is less proficient 
than the top-two banks’ management when the ra-
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tio of NPLs to gross loans is utilised. Furthermore, 
credit growth also contradicts the theories and ex-
pectations when the ratios of NPLs to gross loans 
and RWAs to total assets are used.      

  
4.5 CONCLUSION    
This chapter aimed to address two main issues, 
namely; credit risk measurement and the determi-
nants of credit risk. It was found under credit risk 
measurement that the TBL-GARCH (1,1,1) is supe-
rior than other volatility models tested and was 
thus decided to be the appropriate model for credit 
risk. This model brings valuable contribution as it 
shows by how much credit risk has been un-
der/overestimated. On top of the fact that the study 
utilised the volatility approach to measure credit 
risk, it further used a combination of the most cru-
cial credit risk indicators being the ratio of LLPs to 
total assets, the ratio of RWA to total assets and the 
ratio of NPLs to gross loans. This approach differs 
from those of other studies where credit risk was 
approximated by the relative measure of ratio of 
non-performing loans to total loans or loan loss 
provisions (see Appendix 1.2). For robustness 
checks, nonetheless, the study further analysed the 
determinants of credit risk using the same relative 
or traditional measures. It was found that most of 
the results contradict both the theory and findings 
from other studies, for example; economic growth 
and inflation in the top-two and bottom-two banks.
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Table 6: Summary of GLS regression results 
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5. CONCLUSION AND 

RECOMMENDATIONS 

5.1 KEY FINDINGS 

The study used the volatility techniques to measure 
credit risk in the commercial banks of Lesotho. This 
came upon the realisation of the flaws of current 
measurement techniques coupled with the aware-
ness that increasing credit expansion in Lesotho, 
even though it has significant economic growth 
benefits, also poses systemic risk if the borrowers 
fail to settle their obligations. The study thus used 
the TBL-GARCH (1,1,1) model based on both the 
model selection criteria and careful decision of the 
researcher to measure credit risk as an improve-
ment. This model captures the dynamism of credit 
risk and accommodates the impact of threshold 
effects and asymmetric shifts resulting from either 
positive or negative shocks. The study further in-
vestigated the determinants of credit risk in Lesotho 
where the findings confirm with the literature. At 
the industry level, the results indicate that credit 
growth and previous bad loans increase credit risk 
while profitability has a moderating effect. At the 
top-two banks, interest rates, credit growth, previ-
ous bad loans and economic growth reduce credit 
risk. Furthermore, at the bottom-two banks, credit 
risk is reduced by the interest rates, profitability 
and economic growth. However, it is increased by 
management inefficiency, credit growth and previ-
ous non-performing loans. 

The study further investigated the determinants of 
credit risk using the traditional approach as a way 
of robustness check against volatility approach. It 
was found that most of the variables are insignifi-
cant. On top of that, those that are significant con-
tradict the theory and findings from other studies. 
These outcomes, therefore, track back to the missing 
puzzle which is dynamism of credit risk.     

5.1 RECOMMENDATIONS 

Having achieved its objectives, the study further 
suggests two important recommendations. The first 
recommendation goes to the regulator as part of 
macro-prudential regulation. Even though this will 
require effective change management processes, the 
study recommends the use of new approach to 
measure credit risk in the commercial banks of Le-
sotho, which is the volatility technique. This tech-
nique does not only capture the dynamism of dif-
ferent credit risk indicators - which the current 
measures omit - but it also considers the threshold 
effects emanating from economic upheavals which 
virtually every banking industry faces. In addition, 
the study suggests that more focus be put on the 

key drivers of non-performing loans since they sig-
nificantly increase credit risk; perhaps the primary 
studies would be handy. Related to the issue of 
non-performing loans is the need for review of loan 
loss provision requirements as it has been observed 
that some banks under provide for these losses, and 
this invites undesirable consequences to their stabil-
ity. The second recommendation is directed to the 
banks in their respective clusters. Credit risk at the 
top-two banks is significantly increased by leverage; 
as a result, this necessitates the formulation of strat-
egies to reduce their leverage positions. The bot-
tom-two banks need to do two things; first they 
need to consider management proficiency in issues 
relating to credit risk. An improvement in this re-
gard can be to invest in advanced credit risk man-
agement trainings and workshops for existing re-
sources as well as recruiting credit risk manage-
ment specialists. This will not only inform better 
decision-making in credit risk management in 
banks, but it will also impact positively on the sta-
bility and continuity of the banking industry in Le-
sotho. Second, the study suggests that the bottom-
two banks should revisit their credit growth ceilings 
as well as the management of non-performing loans 
as these factors may have detrimental effects on 
their business.   

5.2 SUGGESTION FOR FUTURE RESEARCH 

Even though it might be technically demanding, it 
would be appealing if this study is taken further to 
investigate the duration beyond which it could be 
said that credit risk is headed for a credit crunch. 
Furthermore, had it not been of the data challenges 
and the time frame for the thesis, the study could 
have incorporated political factors to assess their 
impact on credit risk. It would therefore be interest-
ing for future research to consider this factor due to 
the idea that politics play a key role in economic 
activity and thus affect the ability of borrowers to 
repay the loans. It would also be interesting to see if 
there will be any significant changes in the results 
in general, if a wider data span is utilised. 
 

REFERENCES 

[1] Andriani, V. and Wiryono, S. K. (2015). 
Bank-Specific Determinants of Credit Risk: 
 Empirical Evidence from Indonesian Bank-
ing Industry. International Journal of Tech-
nical Research and Applications, Special Issue 
21: 1-4. 

[2] Adrian, T. and J. Rosenberg. (2008). Stock 
Returns and Volatility: Pricing the Short-
Run and 
Long-Run Components of Market Risk. 
Federal Reserve Bank of New York Staff Re-
ports, no. 254.  

1558

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 9, Issue 8, August-2018                                                                                         
ISSN 2229-5518 

27 

 

IJSER © 2018 

http://www.ijser.org  

[3] Adu, L. A. and D, Adjare. (2015). Determi-
nants of Credit Risk of Commercial Banks 
in Ghana. Kwame Nkrumah University of 
Science and Technology. 

[4] Ahmed, A.S., C. Takeda and T. Shawn. 
(1998). Bank Loan Loss provision: A Re- 
Examination of Capital Management, Earn-
ings Management and Signalling Effects. 
Working paper, Syracuse University: 1-37. 

[5] Ahmad, N.H. (2003). Credit Risk Determi-
nants: By Institutional Type. Proceedings of  
Malaysian Finance Association Conference. 

[6] Ahmad, N. H. and Ariff, M. (2007). Multi-
country study of bank credit risk determi-
nants. International Journal of Banking and 
Finance: 5(1), Article 6. 

[7] Altman, E.I., Marco, G., Varetto, F., (1994). 
Corporate distress diagnosis: Comparisons 
using Linear Discriminant Analysis and 
Neural Networks (The Italian Experience), 
Journal of Banking and Finance, 505-529. 

[8] Altman, E.I., and Saunders, A. (1998). 
Credit Risk Measurement: Developments 
over the last 20 years. Journal of Banking & 
Finance, 21: 1721-1742. 

[9] Al-Smadi, M. O., & Ahmed, N. H. (2009). 
Factors Affecting Banks’ Credit Risk: Evi-
dence from Jordan. Collage of Business, 
University Utara Malaysia, Malaysia. 

[10] Ameur, I. G.  (2016). Explanatory Factors of 
Credit Risk: Empirical Evidence from Tuni-
sian Banks. International Journal of Econom-
ics, Finance and Management, 5 (1). 

[11] Andriani, V. and Wiryono, S. K. (2015). 
Bank-Specific Determinants of Credit Risk: 
 Empirical Evidence from Indonesian Bank-
ing Industry. International Journal of Tech-
nical Research and Applications, Special Issue 
21: 1-4. 

[12] Aver, B. (2008). An Empirical Analysis of 
Credit Risk Factors of the Slovenian Bank-
ing System. Managing Global Transitions, 6 
(3): 317–334. 

[13] Badu, Y.A., Daniels, K., Kenneth, N., and 
Amagoh, F. (2002). An Empirical Analysis 
of Net Interest Cost, the Probability of De-
fault and Credit Risk Premium: A Case 
Study using the Commonwealth of Virgin-
ia. Managerial finance, 28(4). 

[14] Barney, J. (1988). The Functions of the Ex-
ecutive. Cambridge, MA: Harvard Univer-
sity Press. 

[15] Bank for International Settlements. (2014). 
Banking on Leverage. 10th Asia-Pacific 
High-Level Meeting on Banking Supervi-
sion. New Zealand. 

[16] Basel Committee on Banking Supervision. 
(2006). Basel II: International Convergence 
of Capital Measurement and Capital 

Standards. A Revised Framework Com-
prehensive Version. BIS, Basel. 

[17] Berger, A. N and R, DeYoung. (1997). Prob-
lem Loans and Cost Efficiency in  
Commercial Banks, Journal of Banking and 
Finance, 21: 849-870. 

[18] Bhatia, M. (2005). Credit Risk Measure-
ment: Understanding Credit Risk. Global 
Treasury Intelligence. 

[19] Biekpe, N. and Moore, M., J. (2000). Meas-
uring Volatility Using Bilinear GARCH 
Models. Investment Analysts Journal, 29 (52). 

[20] Boujelbène, Y. and Zribi, N. (2011). The 
Factors Influencing Bank Credit Risk: The 
Case of Tunisia. Journal of Accounting and 
Taxation, 3(4), 70-78. 

[21] Bollerslev, T. (1986). Generalized Auto-
regressive Conditional Heteroskedasticity. 
Journal of Econometrics, 31 (3): 307–27. 

[22] BoruLelissa, T. (2014). Factors Influencing 
the Level of Credit Risk in the Ethiopian 
 Commercial Banks: The Credit Risk Matrix 
Conceptual Framework. European Journal of 
Business and Management. 6(23). 

[21] Bramhandkar, A. and J, Cheng. (2012). An 
Arbitrage Model for Calculating Firm Beta 
at Different Leverage Levels. Accounting 
and Finance Research, 1(2).   

[22] Bu, D and Liao, Y. (2013). Structural Credit 
Risk Model with Stochastic Volatility: A  
Particle-filter Approach. Working Paper 98, 
NCER.  

[21] Bunn, P., A. et al. (2005). Stress Testing as a 
Tool for Assessing Systemic Risks. Bank of 
 England Financial Stability Review, 116–126. 

[22] Castro, V. (2012). Macroeconomic Determi-
nants of Credit risk in the Banking system: 
The Case of the GIPSI. NIPE WP 11/ 2012. 

[23] Central Bank of Lesotho. (2016). Central 
Bank of Lesotho Quarterly Review, Sep-
tember.  

[24] Choi, M., S. et al. (2012). Asymmetric 
GARCH Processes Featuring both Thresh-
old Effect and Bilinear Structure. Statistics 
and Probability Letters, 82: 419–426. 

[25] Choi, J. and M, Richardson. (2012). The 
Volatility of Firm’s Assets and the Lever-
age Effect. Stern School of Business, NYU. 

[26] Choudhary, K., & Choudhary, S. (2010). 
Testing Capital Asset Pricing Model: Em-
pirical Evidences from Indian Equity Mar-
ket. Eurasian Journal of Business and Econom-
ics, 3(6): 27-138.  

[27] Cline, W. (2016). Benefits and Costs of 
Higher Capital Requirements for Banks. Pe-
terson Institute for International Economics. 
WP 16-6.  

[28] Cohen, R.D. (2008). Incorporating Default 
Risk into Hamada's Equation for Applica-

1559

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 9, Issue 8, August-2018                                                                                         
ISSN 2229-5518 

28 

 

IJSER © 2018 

http://www.ijser.org  

tion to Capital Structure, in Wilmott Maga-
zine, Mar/Apr, pp. 62-68.  

[29] Das, A., & Ghosh, S. (2007). Determinants 
of Credit Risk in Indian State-Owned 
Banks: An Empirical Investigation. Reserve 
Bank of India. 

[30] Delechat, C., R. et al. (2009). Sub-Saharan 
Africa’s Integration in the Global Financial 
 Markets, IMF Working paper 09/114, May: 
International Monetary Fund. 

[31] Ding, Z., R. et al. (1993). A Long Memory 
Property of Stock Market Returns and a 
New Model. Journal of Empirical Finance, 1: 
83–106.  

[32] Diongue, A., K. et al. (2010). BL-GARCH 
Models with Elliptical Distributed Innova-
tions. Journal of Statistical Computation and 
Simulation, 80: 775–791. 

[33] Donaldson, L. 1990. The Ethereal Hand: 
Organizational Economics and Manage-
ment Theory. Academy of Management Re-
view, 15: 369-381. 

[34] Duncan, R. (2011). Credit Growth Drives 
Economic Growth, until it doesn’t. Daily 
Reckoning.   

[35] Eisenhardt, K. (1988). Agency and Institu-
tional Explanations of Compensation in Re-
tail Sales. Academy of Management Journal, 
31: 488- 511.  

[36] Ekinci, A. (2016). The Effect of Credit and 
Market Risk on Bank Performance: Evi-
dence from Turkey. International Journal of 
Economics and Financial Issues, 6(2): 427-434.  

[37] Engle, R. (1982). Autoregressive Condition-
al Heteroskedasticity with Estimates of the 
Variance of United Kingdom Inflation. 
Econometrica, 50 (4): 987–1007. 

[38] Engle, R. and Bollerslev, T. (1986). Model-
ling the Persistence of Conditional Models. 
Econometric Reviews, 5 (1): 1-50.  

[39] Engle, R. (2001). GARCH 101: The Use of 
ARCH/GARCH Models in Applied Econ-
ometrics. Journal of Economic Perspectives, 15 
(4): 157–168. 

[40] Fama, E, F. and K, R. French. (2004). The 
Capital Asset Pricing Model: Theory and 
Evidence. University of Chicago. 

[41] Fiedler, E. R. (1971). The Meaning and Im-
portance of Credit Risk. In: Measures of 
Credit Risk and Experience. National Bureau 
of Economic Research. pp 10 – 18.  

[42] Financial Stability Board. (2011). Macro-
Prudential Policy Tools and Frameworks 
Update to G20 Finance Ministers and Cen-
tral Bank Governors, Seoul. 

[43] Fischer, K.P., Gueyie, J.P. and Ortiz, E., 
(2000). “Risk-taking and Charter Value of  
Commercial Banks’ from the NAFTA 
Countries”, paper presented at the 1st In-

ternational Banking and Finance Confer-
ence, Nikko Hotel, Kuala Lumpur, Malay-
sia.  

[44] Foglia, A. (2009). Stress Testing Credit Risk: 
A Survey of Authorities’ Approaches. In-
ternational Journal of Central Banking, 5: 9–
45. 

[45] Friedman, M. (1956). The Quantity Theory 
of Money–A restatement. In: Friedman, M. 
(Ed.), Studies in the Quantity Theory of 
Money. University of Chicago Press, Chicago, 
pp. 3-21. 

[46] Gabr, M.M. and M, Hashash. (2012). Biline-
ar GARCH Time Series Models. Research 
Gate.  

[47] Garr, D. K. (2013). Determinants of Credit 
Risk in the Banking Industry of Ghana. De-
veloping Country Studies, 3(11). 

[48] Glennon, D and P. Nigro. (2011). evaluat-
ing the performance of static versus dy-
namic models of credit default: evidence 
from long-term Small Business Administra-
tion-guaranteed loans. Journal of Credit Risk, 
7(2): 3-35  

[49] Hamada, Robert S., (1972). Portfolio Analy-
sis, Market Equilibrium and Corporate Fi-
nance. The Journal of Finance, XXIV (1): 13-
31. 

[50] Henbest, J. (2006). Stress Testing: Credit 
Risk. Paper presented at the Expert Forum 
on Advanced Techniques on Stress Testing: 
Applications for Supervisors hosted by the 
IMF, Washington- DC.   

[51] Holton, G., A. (2002). History of Value-at-
Risk: 1922-1998. Working Paper July 
25/2002. Contingency Analysis. 

[52] Im, K. S, M. H. Pesaran and Y. Shin. (2003). 
Testing for Unit Roots in Heterogeneous 
Panels. DAE, Cambridge University Work-
ing Paper No. 9526, UK. 

[53] Jensen, M.C. and Meckling, W.H. (1976). 
Theory of the firm: Managerial Behaviour, 
Agency Costs and Ownership Structure. 
Journal of Financial Economics. 3: 305-360. 

[54] Jones, P., Mason, P. and Rosenfeld, E. 
(1984). Contingent Claims Analysis of Cor-
porate Capital Structures: An Empirical In-
vestigation. Journal of Finance, 39: 611-625. 

[55] Kattai, R. (2010). Credit Risk Model for the 
Estonian Banking Sector. WP 1/2010, Bank 
of Estonia. 

[56] Khan, M., Gul, M., Khan, N., Nawaz, B., & 
Sanaullah. (2012). Assessing and Testing 
the Capital Asset Pricing Model (CAPM): A 
Study Involving KSE-Pakistan. Global Jour-
nal of Management and Business Research, 
12(10): 33-38. 

[57] Kim. D, A.M, Santomero. (1988). Risk in 
Banking and Capital Regulation. Journal of 

1560

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 9, Issue 8, August-2018                                                                                         
ISSN 2229-5518 

29 

 

IJSER © 2018 

http://www.ijser.org  

 Finance, 43(12): 19-33. 
[58] Kresta, A. (2013). Currency Risk Modelling 

by GARCH-Copula Model. Technical 
University of Ostrava.   

[59] Laker, J., F. (2006). Risk Management in 
Banking – A Prudential Perspective. Aus-
tralian Prudential Regulation Authority, 
59th International Banking Summer School 
Melbourne. 

[60] Levin, A. Lin, C. F. and C. S. Chu. (2002). 
Unit Root Test in Panel Data: Asymptotic 
and finite Sample Properties. Journal of 
Econometrics, 108(1): 1-24. 

[61] Lin, X., Lehnert, T. and Simon, F. (2011). 
Does the GARCH Structural Credit Risk 
Model Make A Difference? Luxembourg 
School of Finance Research Working Paper, 
No. 11-06.    

[62] Lintner, J. (1965). The Valuation of Risk As-
sets and Selection of Risky Investments in  
Stock Portfolios and Capital Budgets, Re-
view of Economics and Statistics, 47(2):13-37. 

[63] Markowitz, H. (1959). Portfolio Selection: 
Efficient Diversification of Investments. 
New York, John Wiley & Sons. 

[64] Martin, D., (1977). Early warning of Bank 
failure: A logit Regression Approach. Jour-
nal of Banking and Finance, 249-276.  

[65] Merton, R.C., (1974). On The Pricing of 
Corporate Debt: The Risk Structure of In-
terest Rates. Journal of Finance, 29: 449-70. 

[66] Miller, M. and Scholes, M. (1972). Rates of 
Return in Relation to Risk: A Re-
examination of Some Recent Findings, in 
M. Jensen (ed.), Studies in the Theory of Capi-
tal Markets, Praeger: New York, 47-78. 

[67] Motelle, S. I. and N. Biekpe (2014). Finan-
cial Intermediation Spread and Stability of 
the Banking System in the Southern Africa 
Customs Union. Managerial Finance, 40(3): 
276-299.     

[68] Naceur, S. B., & Omran, M. (2011). The Ef-
fects of Bank Regulations, Competition and 
 Financial Reforms on Banks Performance. 
Emerging Markets Review, (12) 1-20. 

[69] Newaz, M. (2012). Credit Risk and the Per-
formance of Nigerian Banks. Interdiscipli-
nary, Journal of Contemporary Research in 
Business, 4 (7), 50-63.  

[70] Nelson, D., B. (1991). Conditional Het-
eroskedasticity in Asset Returns: A New 
Approach. Econometrica, 59 (2): 347-370. 

[71] Ogden, J., (1987). Determinants of Ratings 
and Yields on Corporate Bonds: Tests of 
the Contingent Claims Model. Journal of Fi-
nancial Research, 10: 329-339. 

[72] Omisore, I., M, Yusuf and N. Christopher. 
(2012). The Modern Portfolio Theory as an 
Investment Decision Tool. Journal of Ac-

counting and Taxation, 4(2): 19-28.  
[73] Patrick, D. et al. (2006). Stock Returns, Im-

plied Volatility Innovations, and the 
Asymmetric Volatility Phenomenon. Jour-
nal of Financial and Quantitative Analysis, 41: 
381-406. 

[74] Petros, J. (2008). An empirical investigation 
of Markowitz Modern Portfolio Theory: A 
case of the Zimbabwe Stock Exchange. 
Journal of Case Research in Business and Eco-
nomics.  

[75] Pogach, J. (2016). Literature Review on the 
Macroeconomic Impacts of Capital Re-
quirements. Federal Deposit Insurance 
Corporation.  

[76] Poon, S., H. and Granger, C. (2003). Fore-
casting Volatility in Financial Markets: A 
Review. Journal of Economic Literature, 41(2): 
478-539. 

[77] Platt, H.D., Platt, M.B., (1991a). A note on 
the use of industry-relative ratios in bank-
ruptcy prediction. Journal of Banking and Fi-
nance, 1183-1194. 

[78] Ravi, P. (2013). Macroeconomic Determi-
nants of Credit Risk in Nepalese Banking 
Industry, proceedings of 21st International 
Business Research Conference 10 – 11 June, 
Ryerson University, Toronto, Canada. 

[79] Reserve Bank of New Zealand. (2013). A 
New Macro-Prudential Policy Framework 
for New Zealand – Final Policy Position. 
Reserve Bank of New Zealand. 

[80] Rhu, H-K. (2010). Macro-prudential Policy 
Framework. BIS Paper No. 60.     

[81] Rohde, J. and Sibbertsen, P. (2014). Credit 
Risk Modeling under Conditional Volatili-
ty. Hannover. 

[82] Sandada, M. and A, Kanhukamwe. (2016). 
An Analysis of the Factors Leading to Ris-
ing Credit Risk in the Zimbabwe Banking 
Sector. Acta Universitatis Danubius. 12(1).  

[83] Schoenmaker, D. (2014). Macroprudential-
ism – A new Vox eBook. CEPR's Policy 
Portal.  

[84] Schuermann, T. and Wyman, O. (2012). 
Stress Testing Banks. Paper Prepared for 
the Committee on Capital Markets Regula-
tion, Wharton Financial Institutions Center. 

[85] Sharpe, W.F., (1963). A Simplified Model 
for Portfolio Analysis. Management Science, 
9: 277-93.   

[86] Sorge, M. and Virolainen, K. (2006). A 
Comparative Analysis of Macro Stress-
Testing Methodologies with Application to 
Finland. Journal of Financial Stability, 2: 113–
151. 

[87] Spuchlakova, E., Valaskovab, K. and 
Adamko, P. (2015). The Credit Risk and its 
Measurement, Hedging and Monitoring. 

1561

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 9, Issue 8, August-2018                                                                                         
ISSN 2229-5518 

30 

 

IJSER © 2018 

http://www.ijser.org  

Procedia Economics and Finance, 24: 675-681. 
[88] Takayasu, K., and Yosie, Y. (2000). Non-

performing Loan Issue Crucial to Asia’s 
Economic Resurgence, Sakura Investment 
Research: 1-6. 

[89] Tarashev, N., 2005. Structural models of de-
fault: Lessons from Firm-level Data. BIS  
Quarterly Review, September. 

[90] Tehulu, T. A. and Olana, D. R. (2014). 
Bank- Specific Determinants of Credit Risk: 
 Empirical Evidence from Ethiopian Banks, 
Research Journal of Finance and Accounting, 
5(7): 80-85.  

[91] Tomuleasa, I. (2013). Macro-prudential Pol-
icy and Systemic Risk: An Overview. Pro-
cedia Economics and Finance, 20: 645- 653.  

[92] Vodová, P. (2003). Credit Risk as a Cause of 
Banking Crises. In the Paper Prepared for 
the 5th International Conference Aidea 
Giovani, Milan. July 3-4. 

[93] West, R.C., (1985). A Factor-analytic Ap-
proach to Bank Condition. Journal of Bank-
ing and Finance, 253-266. 

[94] Zakoian, J., M. (1994). Threshold Het-
eroskedastic Models. Journal of Economic 
Dynamics and Control, 18: 931-955. 

[95] Zhan, H. (2015). An Empirical Study on 
Markowitz Modern Portfolio Theory. Bos-
ton University. 

1562

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 9, Issue 8, August-2018                                                                                         
ISSN 2229-5518 

31 

 

IJSER © 2018 

http://www.ijser.org  

LIST OF APPENDICES 

Appendix 1.1 A Pedagogical Note on the Anatomy of Risk 
and its Measurement 

The measurement of risk has been a subject of several studies 
in the literature (Altman and Saunders, 1998; Berger and 
DeYoung, 1997; Motelle and Biekpe, 2014). According to Alt-
man and Saunders (1998), there are at least four methodologi-
cal approaches to developing a credit risk measurement tech-
nique: (a) the linear probability model, (b) the logit model, (c) 
the probit model, and (d) the discriminant analysis model. The 
literature on this subject can be divided into two strands. The 
first strand uses static measures of risk while the second 
strand uses dynamic measures. However, Altman and Saun-
ders (1998) underline that while in many cases multivariate 
accounting-based credit risk models have been shown to per-
form quite well over many different time periods and across 
many different countries, they have been subjected to at least 
two criticisms. First, these models are predominantly based on 
book value accounting data measured at discrete intervals. 
Thus, these techniques fail to pick up subtle and fast-moving 
changes in borrower conditions, that is, those that would be 
reflected in capital market data. Second, the world is inherent-
ly non-linear, and this implies that linear discriminant analysis 
and the linear probability models may fail to forecast as accu-
rately as those that relax the underlying assumption of lineari-
ty among explanatory variables. 

 
Berger and DeYoung (1997) use a single-dimensional tech-
nique to approximate credit risk. The technique uses tradi-
tional measures of credit risk such as income statement indica-
tors like non-performing loans. This approach was later fol-
lowed by other studies (See Vodova, 2003; Castro, 2012). Other 
recent studies extend the idea further by using loan loss provi-
sions and the risk weighted assets (see Appendix 1.2). On the 
one hand, these measures are static. On the other hand, risk is 
a dynamic concept and cannot be adequately measured using 
static measures such as simple ratios of constructed from spe-
cific bank income statement and/or balance sheet items. Such 
measures are unable to capture the inherent dynamism in risk. 
They view “default as a discrete event that takes place within 
a fixed time period rather than as a time-dependent process 
sensitive to changing conditions” (Glennon and Nigro, 2011). 
This implies that techniques that capture variability of balance 
sheet risk measures are more appropriate. For example, 
Delechat et al. (2009) use the coefficient of variation (CV) to 
capture this variability. Nevertheless, Motelle and Biekpe 
(2014) argue that static measures of variability such as the 
standard deviation and the coefficient of variation are still in-
capable of capturing risk dynamism. They recommend appli-
cation of GARCH-based models to take care of this shortcom-
ing. The omission of volatility, which is one of the fundamen-
tal aspects in credit risk measurement, presents a serious 
drawback to Berger and DeYoung (1997)’s technique of using 
single-dimension credit risk indicators to measure credit risk.  

 
Although the GARCH models were initially commonly ap-
plied to measure volatility of asset returns, other recent stud-
ies have exploited their merits to measure volatility of other 
financial time series other than asset returns. For example, Jin 
et al (2011) empirically investigate and evaluate various ap-
proaches to estimate credit risk using a panel of European 
banking groups. All models, including the combined Mer-
ton/GARCH-MIDAS model and GARCH structural credit risk 
model were evaluated by comparing their ability to correctly 
and timely identify changes in credit risk indicators. Despite 
its hybrid nature, the Merton/GARCH-MIDAS model proved 
appropriate to measuring credit risk. 
 
Besides credit risk measurement, some studies such as Kresta 
(2013) employed the GARCH-copula models to estimate cur-
rency risk. The author further indicates that it is possible to 
model other components of market risk namely; interest rate 
risk, equity risk and commodity risk using the similar tech-
nique. Moreover, Motelle and Biekpe (2015) analyse the finan-
cial integration and stability in the Southern African Devel-
opment Community. The study used the BL-GARCH model to 
measure the risk of financial instability (See also Motelle and 
Biekpe, 2014).  
 
Consequently, this study uses the GARCH model and its ex-
tensions to measure credit risk in Lesotho. In addition, the 
dynamic measure of credit risk is used as a dependent varia-
ble to assess the determinants of credit risk. According to 
Spuchlakova et al. (2015), volatility of credit risk indicators can 
be a result of both external and internal factors. The external 
factors have the biggest impact and are among others, the state 
of the economy, swings in exchange and interest rates, gov-
ernment policies, while the internal factors are deficiencies in 
loan policy etc. 
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Appendix 1.2 Measurement of Credit Risk 
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